Managing the risks and rewards of emerging technologies: International cooperation, national policy and the role of the individual

Regina Surber was invited to take part on the panel on ‘AI: Civilian, Transdisciplinary, International Perspectives’ at a side event to the UN GGE (United Nations Group of Governmental Experts) discussion on Lethal Autonomous Weapons Systems (LAWS), on 27 March 2019 at the United Nations in Geneva. The side event’s goal was to highlight the importance of interdisciplinary and civilian participation in discussions surrounding LAWS and ethical AI development.

1. The position of the ICT for Peace Foundation (ICT4Peace)

For the last 2.5 years, ICT4Peace has been doing research on how emerging technologies – especially mathematical models for AI – impact individual human beings and society. In the context of this work, the foundation has focused on the analysis of the social and ethical impact of autonomous technology and LAWS in-depth. ICT4Peace is also a regular observer of the UN debates on the topic since 2016.

ICT4Peace’s standpoint on the peace and security implications of emerging technologies in general, and AI and LAWS in particular, goes beyond the existing mandate of the GGE in two ways:

(1) The CCW (Convention on Certain Conventional Weapons) is a framework underpinned by IHL (International Humanitarian Law), which narrows the GGE debate’s focus on weapons and their use to situations of armed conflict. However, emerging technologies may not only have an effect on the individual and society during war scenarios, but also during peace-time, e.g. autonomous technology can and is integrated into weapons used during law enforcement operations. Further, emerging technologies raise broader social and human rights concerns relating to (data) privacy, bias and fairness, justice, and even existential risks for humanity (peace-time threats). These concerns are prevalent independent of armed conflict.

(2) The UN GGE’s debate on LAWS focuses on peace and security implications of emerging technologies and LAWS for traditional territorial state sovereignty. However, the challenges arising from emerging technologies do not fit within our traditional concept of borders and state sovereignty and do not only affect the state as a collective construct. These
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challenges arising from emerging technologies are also inherently local and citizen-based, precisely because they affect an individual’s data security, privacy, autonomy, or the (truth or falsehood of) information available. Therefore, ICT4Peace is interested in bringing individual human beings back into the epicenter of security concerns, an urgency also highlighted by Sweden’s Foreign Minister Margot Wallström at a recent arms control conference.

2. Peace-time threats

Peace-time threats include the effects of emerging technologies on society that are subtler than LAWS, potentially permanent, and, therefore, very transformative. Those effects raise questions about (a) the self-understanding of the human being, (b), the role and make-up of social regulation, and (c) the perception society has of the individual.

Peace-time threats are structural, manifold, (still and potentially ever-) evolving, and, hence, require an immensely broad observational focus in order to be identified. Further, they require a holistic understanding of the interplay of emerging technologies. As the core of emerging technologies are technologically highly complex, and as they are developed at a very rapid pace, there exist exceptionally broad and currently unsolvable uncertainties about the trajectories of their future development, which in turn makes it difficult to delineate a clear risk environment. However, the beginning of certain social transformations resulting from emerging technologies can arguably already be observed.

2.1. Information: the blurring of the truth

We live in a world where almost everyone has access to certain pieces of information. Those can be manipulated to offer exactly the piece of information that one individual, or a group of individuals, want or need to hear. The world has already witnessed incidents of mass information manipulation campaigns, targeting national elections and political parties, thereby undermining democratic processes. In addition to general mass manipulation through widely spread disinformation, individualized mis- or disinformation can also create an interesting landscape of perception: when people have access to different individualized news, a common reference point for knowledge is lost. Truth becomes something (even more) subjective and fluid. Further, what is true, nowadays often depends on ‘likes’. Therefore, quantitative support and not qualitative substance, seems to be the arbiter of truth. As a consequence, the borders between reality and artificial creation with regards to knowledge through individual research are blurring. This raises questions such as ‘how might this affect social cohesion?’, ‘are we still
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knowingly shaping our (e.g. democratic) environment?, or ‘do we need a human right to true information?’

2.2. Human data and AI

We live in a world where the individual human is arguably fading into irrelevance behind the vast economic and political possibilities of his/her data. Data can be willingly leveraged for economic and political interests, or for humanitarian purposes, e.g. when states try to attract tech companies that invest in AI by offering them access to their citizens’ data. Or, when a “great power” trains its AI algorithms in developing countries to diversify its datasets. Or, when refugees receive humanitarian aid only when giving away biometric data. Also, data can unwillingly increase existing global inequalities, especially through insensitive choices in training data for AI applications in the medical sector. In the Global South, medical data is often scarce and ‘bad’. Hence, citizens from those resource-poor environments are generally excluded from clinical trials and from developments of AI systems for health care. As differences in disease incidence between different ethnic groups or ‘races’ are scientifically well-established, those AI health applications might not fit for a population subset underrepresented in the training data. Consequently, both conscious data geopolitics as well as missing consideration of existing inequalities when designing new technologies can lead to the exploitation of vulnerable communities and, thereby, enhance global inequality – something that the international community wants to reduce (SDG 10).

2.3. Life-enhancement technologies: from augmenting to invading

Life- or human-enhancement technologies (LETs or HETs respectively) may represent an a priori more ‘physical’ way of transformation. LETs/HETs aim to improve human physical, psychological or intellectual capabilities, and rely on a range of emerging technologies such as genetic modification or body implants. In principle, they could extend capacity beyond the typical range of human experience, e.g. not only restore missing eye-sight to normal, but make us see for miles. This rapidly advancing scientific field raises pressing social questions, e.g. ‘what if...
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LETs/HETs become mandatory, e.g. for police officers?’, ‘what if they recreate or augment inequality, because only 1% of society can afford them?’\(^\text{16}\), or ‘how autonomous is an individual who is ‘modified’ by deep-brain stimulation?’\(^\text{17}\)

Besides tremendous ethical pressure to discuss those questions and many more, LETs/HETs also have a further aspect: In the future, possibilities to not only modify, but enhance our physical bodies and our cognitive functions might be more and more technological instead of biological – we might have body implants the size of micrometers.\(^\text{18}\) In other words, technology might move from augmenting the human to invading the human body, with further implications when considering the IoT (Internet of Things). This might raise issues with regards to hacking, and may require new methods to secure the physical integrity of the human being.

### 2.4. Health: a changing definition?

Advances in biomedicine and biotechnology might eventually lead to ever earlier diagnostics: through implanted monitoring devices, we might be capable of constantly controlling our bodily processes and notice slightest deviation from a pre-set ‘healthy norm’. Further, as those controlling devices are individually-tailored and potentially implanted, health management might slowly move into the private sphere\(^\text{19}\) and more within the sphere of (perceived?) responsibility of individuals without any in-depth medical knowledge. Through constant individual supervision of bodily changes, the understanding of what is ‘healthy’ and what is (potentially) ‘ill’ might not depend on our individual physical and sensory feeling and awareness, but on our health monitoring devices. ‘Feeling healthy’ or ‘feeling ill’ might fall behind ‘monitored health’ and ‘diagnosed disease’. Besides raising the question of whether a ‘healthy’ human is a human that can feel healthy or ill, biomedical research and developments seem to imply a new understanding of the term ‘health’ (and ‘illness’). Consequently, biomedical research might change our understanding of what it means to be healthy. As biomedical research and developments evolve at a highly rapid pace, we risk that the changed health landscape they produce sets a (new) definition of the (healthy) human being without us having time to reflect upon this question, let alone guide research towards our chosen understanding of what is ‘human’.

### 3. A three-fold strategy for future policy development

#### 3.1. The danger of convergence: the underexamined interplay of emerging technologies and dual-use applications

Discussing emerging technologies in the area of LAWS, as the UN GGE’s mandate requires, is a highly important task. However, it is crucial for the international community to understand that it is not only Machine Learning (ML) or Deep Learning (DL) and robotics, and that it is not
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only LAWS, that challenge international peace and security. Other emerging technologies, such as biomedicine, biotechnology, additive manufacturing, quantum computing or micro- and nanotechnology (a) also offer new ways of using traditional weapons, (b) enhance traditional weapons’ lethality, accuracy, reach, and speed, or (c) may be used to create new weapons. Different emerging technologies may converge into a new weapons landscape, which requires a breaking-up of the traditional weapons ‘silos’ of nuclear weapons, cyber-weapons/-attacks, biological weapons, or, more recently, LAWS. Unfortunately, there currently exists a lack of a holistic understanding of emerging technologies, as well as a lack of understanding of the interplay of emerging technologies and the resulting security risks of potential dual-use applications.

For example, AI and robotics are drivers for autonomous weapons. But AI and robotics also make access and production of pathogens—bacteria and viruses for example—much easier because they can automate steps in the design process of a pathogen. Therefore, they can influence the production and proliferation of biological (and chemical) weapons. What is more, pathogens could potentially be deployed using autonomous drones, created through, e.g., 3D printing (additive manufacturing).20 Further, autonomous intelligent agents are of great interest in the cyber domain. ML algorithms now offer the means to handle the incredible processing speed and the enormous amount of data used in cyber-operations, which the human cannot handle. In addition, they offer the flexibility that is needed to navigate within the fast-changing cyber environment, because they have the capability to learn and adapt. This makes cyber-operations cheaper, easier, and hence, more militarily lucrative.21 What is more, quantum computing might change approaches to data security, because it offers novel ways to break encryption. This could have a game-changing effect for cyber-operations.22 Cyber operations can be (and already are) used to sabotage nuclear weapons systems. Command and control-, alert- or launch systems of nuclear weapons could be targeted through cyber-attacks, and this could lead to accidental nuclear conflicts. This can have a ‘game-changing’ effect on the perceived value of nuclear weapons.23

There is a need to understand how emerging technologies converge into new weapons systems and weapons enhancements, which also leads to interconnection of ‘classical’ weapons categories. Separately analyzing and regulating different and currently pre-set weapons categories might not prove to be effective (anymore).

It could be advisable to create permanent international scientific expert groups for different weapons areas or technological sectors, that can continuously inform diplomatic debates, and that also regularly exchange on how their technological fields are converging.

3.2. The role of government: re-claiming the regulation and safeguarding of basic rights and ethical principles in a digital world

National governments need to understand that the ‘digital world’ is an infrastructure like any other – if not the most important one. Currently, major tech companies are starting to create ethical principles (privacy, data security, transparency). Those are principles that strive to safeguard basic rights, like the right to privacy or the right to physical integrity. Those rights are often guaranteed by national constitutions. Classically, if a new development or law risked to limit or violate a basic right, it needed to pass through parliament. However, now, with regards to potential risks of basic rights by emerging technology applications, the tech sector is taking on the task of deciding on the legality of limits and potential violations of those basic rights – and not governments. What is more, those ethical guidelines set up by representatives of the tech industry, are necessarily inspired by competitive thinking, and are developed under time pressure of global business. Whether or not this is ‘ethical washing’, i.e. marketing, or real added value, remains an open question. Generally, it is highly important not to ‘abuse’ ethical considerations and principles as a means to an end, but as an end in themselves.

Based on those observations, it would be advisable to create forums and mechanisms for increased dialogue between governments and the tech industry in order for governments to catch up on technological advances, and to develop appropriate policies to meet new social and political needs. It would also be constructive to create continuous polity-technology interfaces, e.g. through state departments for technology, that would generate the knowledge and understanding that governments need in the digital age.

3.3. Adapting education to the digital age: A bottom-up approach

As emerging technologies – as arguably any other technology – are dual-use, criminalizing them will also limit their tremendous potential for good. Hence, bans or prohibitions are not a practicable long-term strategy. As long as individuals (or a state) feels insecure, or has the potential need to harm another, dual-use tools will be used for this end. Consequently, we need to strive towards an altering of the human (or state) wish to harm. This goal requires understanding and a tremendous level of individual awareness of the new technological environment we live in, the social and ethical implications of new technologies, as well as awareness of individual responsibility for those implications. As this required transformation is located at the individual level, ICT4Peace calls for a bottom-up, educational approach.

Steps to raise awareness about those issues could be a promotion of responsible technological research, e.g. via fixed ethical guidelines for different technological fields, and/or a promotion of value-added design. Value-added design offers an approach to treat values, in addition to safety, as design specifications. For example, systems can be designed to maximize users’ privacy. Determining the liability and responsibility as a design specification can sensitize
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engineers to the risks and societal impacts of the technologies they develop. Further, it seems highly advisable to sensitize young researchers about ethical questions and social implications of their own research. Education must offer a toolkit about how to approach ethical questions relating to technological research and developments, in order for graduates to have the competence to answer these questions in their later day-to-day work. The sensitization of students regarding ethics, social questions and individual responsibility must, arguably, be included even at an earlier age prior to university. The reasons are two-fold. First, a ‘confrontation’ with ethical reasoning at an undergraduate or graduate age might be ‘too late’. Young adolescents choose an academic field, such as one of the MINT subjects, often also because those fields are so clearly delineated from philosophy and social sciences. Hence, the importance of ethical reasoning must be taught at an earlier age, so that it becomes natural to also study MINT subjects through an ethical lens. And secondly, as technological tools start to increasingly shape our environment without our input, very early stage reflection on individual human power, responsibility, and control is necessary.

Children and young adults have to learn through updated and technologically savvy educational programs that the way our society is built today is based on ideas and developments that we as humans have developed over hundreds of years. And they have to learn that those ideas and developments can be influenced and changed – by humans.
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